
DPI Use Cases for Service Providers
July 2023

1



Deep Packet Inspection (DPI) is a technology that enables the network 
owner to analyse internet traffic, through the network, in real-time and to 
differentiate them according to their payload.

DPI is often used for understanding the performance or behaviour of 
subscribers, which applications they use, how often etc. This helps 
operators to focus on improving service for the important applications. 
For instance, video streaming services like Netflix, YouTube, etc. consume 
a lot of bandwidth. DPI can be used to limit this.

Introduction: DPI in Telecommunication 
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What is Deep Packet Inspection (DPI)

DPI facilitates analyzing and managing IP traffic and securing IP networks in real time by providing 

network visibility and real-time application awareness. Besides influencing bandwidth and traffic 

management decisions, DPI can provide insights into:

Network & 
Subscriber 

Analysis

Targeted 
Advertisement

Network 
Management

Content 
Regulation

Application 
Distribution & 

Load Balancing

Network 
Security
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Why DPI
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Deep Packet Inspection (DPI) is used extensively 
by both enterprises and internet service 
providers for the following applications.

• Policy Definition and Enforcement
• Buffer Overflow Attack Detection
• Data Leak Prevention (DLP)
• Targeted Advertising
• Quality of Service (QoS)
• Tiered Services Offer
• Copyright Enforcement
• Net Neutrality Prevention
• Lawful Interception
• OTT application monitoring 
(see our Video analytic approach) 

• Find, Identify, Classify, Reroute, and Block 
Packets with particular data/code payloads.

• Allocate available resources to smoothen traffic 
flow

• Ameliorate network performance and 
throughput

• Impose online privacy through sender-receiver 
identification

• Enable advanced network management, user 
service, internet data mining, internet 
censorship, and eavesdropping

• Ensure throttled data transfer, preventing P2P 
(Peer-to-Peer) misuse

How is Omnia Metadata output used? Why is this needed?



Use Case 1: Proactive Service Outage Alerts
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Problem

Solution

An operator is often held 
accountable when a 
major service is 
unavailable. The support 
call center is faced with a 
massive influx of calls, 
causing a major problem 
which costs money and 
creates anger.

Cubro solution offers real-time information 
about the service availability, like YouTube, 
Netflix, all Microsoft services.

How does this help?

● The call center is aware of this situation and 
can answer accordingly and does not need 
to generate support tickets. 

● Keep subscribers informed: Receive alerts 
via SMS/Messenger/Website/Mail for service 
outages and restoration.  

● Optimize planning and streamline 
discussions through service outage 
monitoring.



Use Case 2: Misuse of Service 
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Problem

Solution

In many countries, 
there is an issue when 
subscribers act as a 
sub-service provider. 
Residents are typically 
provided with 
telephone service via a 
high-powered Wi-Fi 
hotspot. Subscriptions 
can also be shared 
within a building.

The Cubro solution is capable of detecting this 
through unusual traffic/sessions/applications.

How does this help?

To detect misuse of a private plan by companies



Use Case 3: Reselling of geolocation data 
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Problem

Solution

Objective

Depending on the 
regulations in the 
country, reselling of 
geolocation data by 
CSPs can be very 
profitable.

Geolocation intelligence to increase revenue

Cubro can enrich the Geolocation data with 
application information, even for blocking 
applications in specific sectors to prevent 
overloading the network.

Or the SP can sell anonymized geolocation data 
provided by the Cubro solution.



Use Case 4: Fraud Detection
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Problem

Solution

Law enforcement might 
require to find  SPAM 
servers and 
subscribers, 
Portscanner,        
Cryptomining, Tor 
Users/ Servers, SIM Box 
detection in case of 
unrecognized activity 
that might lead to a 
scam, identity theft or 
cybercrime.

The Cubro solution is capable of detecting this 
through unusual traffic/sessions/applications and 
subscribers.

How does this help?

● Detect unusual network and subscriber 
behaviour

● Detect fraud activities via signature based DPI



Use Case 5: Customer Retention
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Problem

Solution

The rapid change and 
growing competition in 
communication service 
providers makes it 
tough to retain the 
existing customers. 

Considering the fact 
that it is pricier to 
acquire new customers 
compared to retaining 
the existing ones, it is 
one of the main goals 
of CSPs.

Subscribers who frequently use bandwidth test 
tools are unhappy with the service. It is possible to 
solve this problem with a proactive call, keeping 
the customer in the plan.

How does this help?

● More in-depth understanding of user 
behaviour to proactively contact customers.

● Detailed information about applications used 
by customers (eg: Speedtest). Extensive speed 
testing reveals discontent among customers. 



Use Case 6: Billing and Volume control
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Problem

Solution

Billing and Billing 
control are crucial 
components for 
success as a Service 
Provider.

Volume measurements 
are important, but the 
volume measurement 
must be done in 
different aspects.

The Cubro solution can provide very precise 
“one second resolution” volume measurements. 

1. Either aggregated per subscriber or 
segmented by application.

2. Either aggregated per cell or segmented by 
subscriber.

3. Especially useful for VMNO roaming and 
outbound traffic to different AS (Autonomous 
Systems).



Measurement Metrics based on Cubro Metadata
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Subscriber & Roaming Subscriber Metrics

● Monitor real-time total bandwidth usage of each individual subscriber with 
one-second resolution.

● Calculate volume usage of each individual subscriber for different time frames 
such as Day/Week/Month/Year.

● Monitor real-time bandwidth usage per application of each individual 
subscriber with one-second resolution.

● Calculate volume usage per application of each individual subscriber for 
different time frames such as Day/Week/Month/Year.

● Detect unwanted or forbidden applications per individual subscriber.
● Identify irregular SIM card changes per subscriber, which may indicate possible 

fraud cases (for mobile networks only).
● Track the location of subscribers in real-time based on IMSI or IMEI to find 

stolen mobiles (for mobile networks only).
● Perform baselining to detect proactive misuse of the offered service such as 

reselling or SIM box activities.  



Service Metrics
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Service Metrics

● Receive an alarm in the event of a service outage across the entire network, 
such as Netflix, Office364, and AWS services.

● Receive an alarm in the event of a service outage at specific sites, such as 
Netflix, Office364, and AWS services.

● Receive an alarm in the event of a service outage for a specific user or user 
group.

● Receive information when the service is restored.
● Monitor service usage statistics per individual service.
● Monitor service usage statistics per service groups, such as Social Media and 

Video Streaming.
● Monitor traffic distribution to Autonomous Systems (AS).
● Receive an alarm for unwanted services and apps. If necessary, inline 

blocking can be applied to the entire network or specific network sectors.



Network Element Metrics
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Network Element Metrics

● Monitor near real-time bandwidth usage per cell with one-second 
resolution.

● Detect congestion near real-time per cell using burst detection.
● Monitor service distribution per cell for network planning purposes.
● Use machine learning to establish baselines and identify abnormal cell 

behaviour.



From raw metadata ⇾ metric ⇾ KPI ⇾ use case
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This schema describes how much value our data has:

By combining different fields from the CDR and some simple 
calculator, it is possible to generate KPIs / Counter and 
Alarms out of the  network.

In this case, it is the performance of the CELLs in the entire 
network.
 

Performance per 
Cell

Cell performance over time



Cubro DPI
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Deep Packet Inspection (DPI) is detecting traffic type by Signature; beyond port and protocol

This is the output from our DPI engine, we can find WhatsApp even when it is ciphered.
We can find up to 4000 different applications.   

{ "hash":"7461864e", "service": "whatsapp", "ip_1":"213.143.110.250", "ip_2":"31.13.84.49" }

{ "hash":"7461864e", "service": "whatsapp", "ip_1":"31.13.84.49", "ip_2":"213.143.110.250" }

{ "hash":"ce931c02", "service": "whatsapp", "ip_1":"192.168.3.83", "ip_2":"31.13.84.51" }

{ "hash":"ce931c02", "service": "whatsapp", "ip_1":"31.13.84.51", "ip_2":"192.168.3.83" }

{ "hash":"70d46209", "service": "whatsapp", "ip_1":"31.13.84.49", "ip_2":"192.168.3.30" }

{ "hash":"b6cd9e62", "service": "whatsapp", "ip_1":"80.110.82.15", "ip_2":"192.168.3.130" }

{ "hash":"6fc2f8ce", "service": "whatsapp", "ip_1":"192.168.3.130", "ip_2":"80.110.82.15" }

{ "hash":"55e8f416", "service": "whatsapp", "ip_1":"192.168.3.44", "ip_2":"192.168.43.12" }

{ "hash":"113d5e32", "service": "whatsapp", "ip_1":"31.13.84.49", "ip_2":"192.168.3.44" }

{ "hash":"a597661a", "service": "whatsapp", "ip_1":"31.13.84.49", "ip_2":"192.168.3.72" }



DPI Applications
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There are generally two different main applications for DPI 

A: In this application, the DPI engine can 
decode the full traffic and produce results in 
DB format for analytics purpose. This is only 
possible on CPU-based units like Omnia 
series. Since every packet has to be handled, 
it is a big effort in terms of CPU load and 
data output.

B: IPFIX with DPI enriched output. This is also 
a very common way of analyzing DPI data, 
but it is not very efficient and produces a lot 
of overhead. IPFIX on ISP level is very difficult 
because of the high amount of parallel 
sessions in the network. This often leads to 
issues on the installed probe like reaching 
memory limits.

This application resonates with Cubro 
approach - remove an unwanted application 
type from the monitoring. It is common to 
remove video streaming services.

The same application is for blocking certain 
applications, or sending certain traffic to a 
special monitoring device. In this case, it is 
not needed to do a full decode because 
sampling gives a similar result but with much 
less effort.

2. Tagging/filtering/blocking1. Analytics



DPI Signatures (Applications & Protocols) 
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We support up to 4000 signatures. These signatures are divided into two parts:

● 1400 see  DPI Services  - these are the top signatures which are maintained manually.

● The other signatures are maintained by deep learning and AI.

(The update cycle is between 7 and 10 Days)

https://drive.google.com/a/cubro.com/open?id=1yDWXva7JMdRPtRZDUBX2H_6QjcRpSOA8QdMlww4QpuA


More detailed
Use Cases
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Bandwidth per Service per Subscriber  
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For a service provider, customer experience is a significant concern, and it directly correlates with bandwidth per application. 
This is precisely what Cubro can efficiently deliver.

Cubro provides per user/per application bandwidth information with a one-second resolution, ranging from 100 Gbit/sec up to 
multiple TB/sec.

Additionally, Cubro offers DPI data enrichment with Radius and Mobile data from other sources on request.

This is the XDR Probe output :   MS ISDN, IMSI, IMEI, Cell ID, RAT, APN, USER IP, Application, Bandwidth in 1 sec resolution    

Service Provider Use cases

● If the customer complaints, the Service Provider can demonstrate the bandwidth was 
adequate or inadequate due to a CELL issue, incorrect RAT (Radio Access Technology) 
or APN (Access Point Name). This simple method effectively resolves most customer 
complaints.

● With the same data, you can see the load on a specific CELL, and the application 
distribution.

● Customer movements can be monitored. 

● Customer mobile phone type change. 



Bandwidth per Service per Subscriber  
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LI Use cases:

● Profiling a person by his usage of application over time (base lining) 

        Master or Slave because we have a 100% price volume statistic up and down, it is possible to detect if the  
        person is giving orders or receiving orders.

● Activity of individuals (baselining and ML) 

● Changing SIM cards (IMEI – MS ISDN correlation)

● Customer mobile phone type change. 

● Movement of  individuals via CELL ID and RAT changes

● With additional ML learning, it would be possible to identify people with relations

● Filtering on IMSI/MS ISDN for specific person to get full traffic captured. 



Omnia QM Solution
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Omnia QM Solution using Call Detail 
Records (CDRs) provides an efficient 
method of optimizing data and can 
potentially help CSPs to monitor data 
with less HW and SW resources.



One user WhatsApp traffic
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Master or Slave because we have a 100% price volume statistic both up and down, it is possible to detect is 
the person giving orders or receiving orders.

This graph shows that this subscriber 
has only received messages because 
the outgoing traffic was in Bit and 
incoming traffic in kBit. 

The outgoing was only management 
traffic (the acknowledgment).

This simple example shows how 
high-resolution bandwidth 
information can be.  



Video analytic via Fingerprint
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Each streaming application has a unique bandwidth fingerprint. This information can be used to detect good and bad service 
quality. Additionally, it can be leveraged to determine the frequency of customer channel switching and the number of streams 
being watched. Such insights are valuable for troubleshooting, or providing counterarguments against customer complaints. 

These pictures show good performance, any other behaviour leads to bad quality.



Example of Packet Drop
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This test is done with an impairment analyser to show what is the effect of 3% packet drop! 

Packet drop leads to this picture. 



Time window based XDR
(Cubro XDR)
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Time window-based Monitoring (1/2)
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As described in the previous slides, there are several disadvantages to performing 
flow-based computation, mainly due to a lack of resources (CPU, memory, storage).

Aggregating metadata time window based solves most of these problems and allows a 
much higher computation throughput without losing any important metadata 
attributes.

The significant metadata cannot be extracted from single flows, as they mainly contain 
data from a technical perspective. The significant information is, for example, based on 
a device or user within the network. Which traffic is generated from a specific device, 
which services are used by a specific device and to what extent, how much traffic is 
generated by a user over time, which servers are involved, etc.
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The time window-based approach focuses on this significant data.

The key is collecting Metadata for uploads, downloads, and internal traffic as well as DPI information 
from a device/user perspective over time. Extracting the essential information out of big data 
streams with the benefit of not wasting resources and storage for absolutely meaningless 
information (contained within single flows) is the important point.
The time window-based approach allows many essential views of the data:

○ Service perspective: For every Service the amount of traffic, how often it is used over time, how much 
traffic is uploaded or downloaded, etc.

○ Client/Device perspective: For every Client (user) the usage of the network by upload and download, 
which services and locations are used, how often they are used over time.

○ Network perspective: For every APN, eNodeB Cell, radio technology, how much traffic is uploaded or 
downloaded, what are the most frequent services, how many clients are connected, etc.

Time window-based Monitoring (2/2)
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Web 
client 

For each 5 tuple connection, one flow is produced. A lot of these 
flows cannot be detected, for instance, Amazon related because 
the external domain cannot be resolved.

After producing the flow, it is forwarded to the Flow Cache.  
A Flow Cache can contain hundreds of thousands of entries, and in 
some cases, even millions of entries. This costs memory resources.

When the flows expire, they're exported off to the NetFlow 
Collector, which will constantly analyse and archive the flows for 
future reference.  

. . . 

Web 
client 

For each client, there is a bucket for each application, if needed,  
and we collect/count all packets for a certain time window 
(configurable). When the window is closed, an XDR is 
produced/enriched and sent out. The advantage is, the traffic is 
reduced on most far points to avoid constraints on the workflow 
along to the database.

     Time window based                              vs                                                    Flow based 
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Time window based                              vs                                                    Flow based 

● We aren't concerned about sessions, (TCP handshake) 
perpetually open sessions are not an issue. 

● Irregularly terminated/established sessions are also not an 
issue.

● The configurable time window offers the option to balance 
between performance constraints and granularity of the 
output.

● 0.1% - 0.5% of the input traffic is the size of the resulting 
metadata stream (configurable).

● The flow-based solution cares about sessions, (TCP handshake) 
perpetually open sessions are an issue. Typically, a flow probe 
has a limitation in terms of number of flows (FPS) not 
bandwidth.  

● Irregularly terminated/established sessions are also an issue 
because an irregularly terminated session stays open until the 
timeout and consumes unnecessary resources.

 A session where the initial handshake is not seen for any reason 
will not be detected. For IoT especially, this could be an issue 
because such devices talk very rarely; it could be days until a 
session is detected again. 

● 2% - 3% of the input traffic is the size of the resulting metadata 
stream.

For both solutions, there are pros and cons, but with the dramatic growth of traffic, a  time window-based 
solution is much more efficient and saves Capex and Opex costs. 



Hardware Appliance
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CPU & Switch Omnia models overview
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Omnia120



CPU only Omnia models overview
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Omnia200 Omnia400 Omnic



Omnics (Cubro Smart NICs)

33

The implementation of high layer software on X86 server is becoming more and more complex. The 
performance of network service subsystem is a key factor to simplify application development and 
deployment. 

Cubro i-NIC helps application software to offload network related processing from server CPU to a 
dedicated SoC, so that the application system can be accelerated with too much modification on 
existing software.

● 4 x 10/25 Gbit SFP+
● 2 x 100 Gbit QSFP 
● 24 core ARM CPU 
● 64 GB Memory
● 16 lane PCI connection (v4)
● Works also as a stand alone

 
4 x 10/ 25 Gbit/s Interface 2 x 100 Gbit/s Interface



Terabit metadata 
extraction application
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How we connect the solution to the network
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4G and 5G Interface which we can use 

S2b GTPv2-C/GTPv1-U ePDG - PDN-GW
S3 GTPv2-C MME - SGSN
S4 GTPv2-C/GTPv1-U S-GW - SGSN
S5 GTPv2-C/GTPv1-U S-GW - PDN-GW
S6a Diameter MME - HSS
S6d Diameter SGSN - HSS
S8 GTPv2-C/GTPv1-U S-GW - PDN-GW (Roaming)
S10 GTPv2-C MME - MME
S11 GTPv2-C MME - S-GW
S12 GTPv1-U S-GW - UTRAN
S13 Diameter MME - EIR
SGi IP PDN-GW - PDN
N1 N2-AP/SCTP gNB - AMF
N2 N2-AP/SCTP gNB - AMF
N3 GTPv1-U gNB - UPF
N4U GTPv1-U SMF - UPF
N6 GTPv1-U UPF - Data Network
N9 GTPv1-U UPF - UPF



Smart NIC in Server
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5 UI and 300 to 680  Gbit DPI performance

Cubro session aware Load balancer

40 to 85 Gbit Metadata extraction per NIC card



Super Server internal function
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(User plane) Raw packet input up to 40 – 85 Gbit 
per Smart NIC depending on the traffic type 

(Signaling traffic)
Enrichment data input 
from different sources 

(Signaling traffic)
Enrichment data input 
from different sources 

Enrichment metadata output different outputs 

Enrichment and data 
processing on the Intel CPUs



1–2 Tbps User Plane monitoring in an MNO 
(real picture)
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NPB EXA64100

Signalling probe

3 Server with 
24 NPU smart NIC

3 Kafka server for 
Metadata handling

only 19 U
836 mm
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System Schema for 1-1.2 TB of user traffic



Data Lake
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Function of the Data Lake 
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Advantages of a Data Lake compared to a DB
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All reports and results are preprocessed, 
which ensures rapid execution. 

However, this approach demands higher 
storage and CPU resources compared to a 
database (DB) approach.



Cluster Data Network
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Management / 
Data lake user plane

Workers / Processing 
Nodes

Storage Node 1,45 PB Node

100 Gbit Cluster Data Network    

 10 Gbit Cluster Management  Network (separate 
infrastructure)



The passive DPI solution for sampled 
traffic 1:4 

44

Total Counter from the live link

DPI output per live link 

correlating with BGP protocol    

recalculate to the full bandwidth 

For some applications, sampling can help to reduce the 
cost. This is such an example for routing and peering
Analytics, 1 : 4 sampling ratio will work perfect for such 
application. 



3U small site solution up to 180 Gbit
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● Load balancer
● Filter 
● Signaling Probe

● Up to three Smart NICs for DPI analytics
● Performance up to 150 to 180 Gbit/s

User plane / Signaling correlation is done in the 
server CPU.

Omnia120 Super server



Supervision Solution
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Managing and Monitoring Cubro DPI solution
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Managing and monitoring such a 
complex system is a significant issue. 
With its numerous components, the 
owner requires comprehensive 
information spanning the entire chain. 
The drawing shows the chain and all 
data collection points. But we are not 
solely collecting information 
(counters), we are building KPIs. 

For instance, comparing input traffic 
on the NPB to the output in CDR or 
input traffic on all ports of the NPB 
versus output all ports. These KPIs can 
be configured by the customer 
themselves.



Graphical User Plane Output -  Overflowing with data 

48



Kafka Message output to data lake

49



Signaling Control plane Input
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Control Plane CDR output
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Only a specific CDR; in this case, N11
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Technical Figures
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Performance figures
(single use case estimations,  can differ by traffic type and other external factors)
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Product IPFIX IPFIX/DPI Aggregated Cubro XDR with DPI 
(user plane) Capture

Omnia120 20 Gbps on CPU 1 40 Gbps only one CPU 2 40 – 60 Gbps (on CPU 2) Up to 6 TB   /
8 - 10  Gbps performance

Omnia200 60 Gbps 60 Gbps Up to 85 Gbps depending on the traffic 
situation

Up to 16 TB   /
10 - 15  Gbps performance

Omnia400 60 Gbps (per CPU) 60 Gbps (per CPU) 160 Gbps (85 per CPU) Up to 16 TB
10 - 15  Gbps performance

Omnic 40 Gbps 40 Gbps Up to 85 Gbps depending on the traffic 
situation

No capture on NIC, but endless on 
the server via PCI

Omnic NG
(road map Q1/23)

NA NA 120+ Gbps depending on the traffic situation No capture on NIC, but endless on 
the server via PCI



Raw packet storage calculation
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Bandwidth in Gbit/s 1 5 10 30 60 90 Retention time in days

0,1 2 6 11 33 65 98

0,5 6 27 54 162 324 468

1 11 54 108 324 648 972

5 54 270 540 1.620 3.240 4.860

10 108 540 1.080 3.240 6.480 9.720

50 540 2.700 5.400 16.200 32.400 48.600

100 1.080 5.400 10.800 32.400 64.800 97.200 in TB storage

Bandwidth in Gbit/s 1 3 6 12 24 Retention time in hours

0,1 0,08 0,25 0,5 1 2

0,5 0,25 0,75 1,5 3 6

1 0,46 1,375 2,75 5,5 11

5 2,25 6,75 13,5 27 54

10 4,50 13,5 27 54 108

50 22,50 67,5 135 270 540

100 45,00 135 270 540 1.080 in TB storage

1024 TB = 1 PB Petabyte

Such a 42 Rack can 
support 3600 TB = 3,54 
PB

432 x 8 TB HDD

2x 50A 208 3-Phase 
Metered PDU

Cost 600 - 890K  Euro 
depending on CPU RAM 
and HDD type



The huge difference in Volume to store - 
2,5 PB to 29 PB
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Cubro aggregated XDR volume calculation
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UP Input CDR/sec CDR/H Volume JSON/H Mbyte Volume Binary/H Mbyte Volume JSON/H Gbyte Volume Binary/H Gbyte

25 Mbit 1,70 6.200 25 3

100 Mbit 6,80 24.800 100 12

250 Mbit 17 62.000 250 30

500 Mbit 34 124.000 500 60
1 Gbit 68 248.000 1.000 120 1 0,12
10 Gbit 680 2.480.000 10.000 1.200 10 1
25 Gbit 1.700 6.200.000 25.000 3.000 25 3
50 Gbit 3.400 12.400.000 50.000 6.000 50 6
100 Gbit 6.800 24.800.000 100.000 12.000 100 12
500 Gbit 34.000 124.000.000 500.000 60.000 500 60
1 Tbit 68.000 248.000.000 1.000.000 120.000 1.000 120

User plane Data  (This data is based on the real output from a European Mobile SP)



The output options
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Cubro Metadata Broker
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The Cubro Metadata Broker is a server based application available on Intel or ARM which receives the UDP streams from the DPI 
producers and performs several actions to generate an output stream which fulfills the customers requests.  

● Data Enrichment from other sources
● Data Aggregation
● Time Aggregation
● Output Formation

The preferred output format is Google Protocol Buffers because it is a very efficient format. (see next page)  

This format is supported by a modern programming language and is a very efficient way to serialize and deserialize data. 

DPI producers Input 
(user data)

Enrichment Inputs:
These inputs can come from different sources signaling 
interfaces of the mobile network, or and other 
management related sources. 

Protocol Buffers output 



Protocol Buffers as Output
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Google developed Protocol Buffers for use in their internal services. It is a binary encoding format that allows you to specify a 
schema for your data using a specification language.

Protocol Buffers offers several compelling advantages over JSON or YAML for sending data over the wire between internal 
services. While not a wholesale replacement for JSON, especially for services which are directly consumed by a web browser, 
Protocol Buffers offers very real advantages not only in the ways outlined above, but also typically, in terms of speed of encoding 
and decoding, size of the data on the wire, and more.

Confluent just updated their Kafka streaming platform with additional support for serializing data with Protocol buffers (or 
protobuf) and JSON Schema serialization. This makes integration much less difficult.

https://developers.google.com/protocol-buffers

Protocol Buffers are 
supported by all Big 
Data platforms 

https://www.confluent.io/blog/confluent-platform-now-supports-protobuf-json-schema-custom-formats/
https://developers.google.com/protocol-buffers


Proto Buffer Cubro XDR output schema and Jason 
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syntax = "proto3";

package com.messages.merlin;

option java_package = 
"com.merlin.lib.pp.common.api.tw.protobuf";
option java_multiple_files = true;
option java_outer_classname = "Merlin";
option optimize_for = SPEED;

message TimeWindow {
  int64 timestamp = 1;
  int64 bps = 2;
  int64 incomingPkts = 3;
  int64 outgoingPkts = 4;
  int64 internalPkts = 5;
  int64 incomingBytes = 6;
  int64 outgoingBytes = 7;
  int64 internalBytes = 8;
  int32 connections = 9;
  repeated ServiceData services = 10;
  repeated ClientData clients = 11;
  repeated IpData servers = 12;
  repeated TypeBytesData l3 = 13;
  repeated TypeBytesData l4 = 14;
  repeated PortData ports = 15;
  repeated DnsData domains = 16;
}
message ServiceData {
  ServiceEntry service = 1;
  int64 incomingPkts = 2;
  int64 outgoingPkts = 3;
  int64 internalPkts = 4;
  int64 incomingBytes = 5;
  int64 outgoingBytes = 6;
  int64 internalBytes = 7;
  repeated IpData clients = 8;
  repeated IpData servers = 9;
}
message ClientData {
  IpData ip = 1;
  repeated ServiceEntry services = 2;
  repeated IpData servers = 3;
}

message PortData {
  TypeBytesData port = 1;
  repeated IpData clients = 2;
}

/* represents a generic entry for an IP, bytes (volume), and geo location 
information */
message IpData {
   IpEntry ip = 1;
   int64 incomingPkts = 2;
   int64 outgoingPkts = 3;
   int64 internalPkts = 4;
   int64 incomingBytes = 5;
   int64 outgoingBytes = 6;
   int64 internalBytes = 7;
   GeoData geo = 8;
   oneof oneof_mac {
     bytes mac = 9;
  }

}

message ServiceEntry {
  string name = 1;
  oneof oneof_hash {
    int64 hash = 2;
  }
}

/* represents a generic entry for IPv4 or IPv6 Address */
message IpEntry {
  oneof oneof_ip {
    int32 ip4 = 1;
    bytes ip6 = 2;
  }
}

message GeoData {
  float lon = 1;
  float lat = 2;
}

/* represents a generic entry for some type and bytes mapping */
message TypeBytesData {
   int32 type = 1;
   int64 incomingPkts = 2;
   int64 outgoingPkts = 3;
   int64 internalPkts = 4;
   int64 incomingBytes = 5;
   int64 outgoingBytes = 6;
   int64 internalBytes = 7;
}

message DnsData {
  string name = 1;
  repeated IpData clients = 2;
  repeated IpData servers = 3;
}
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            NAS 5GMM                                                 NAS 5GSM                                                         N2 Handover



Signaling Probe output
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       N11 Signaling                                                 GTP                                           GTPV2



THANK
YOU

We have operations in all time zones.
Reach us at: support@cubro.com
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