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Introduction: DPI in Telecommunication 45 CUBRO

Deep Packet Inspection (DPI) is a technology that enables the network
owner to analyse internet traffic, through the network, in real-time and to
differentiate them according to their payload.

DPI is often used for understanding the performance or behaviour of
subscribers, which applications they use, how often etc. This helps
operators to focus on improving service for the important applications.
For instance, video streaming services like Netflix, YouTube, etc. consume
a lot of bandwidth. DPI can be used to limit this.



What is Deep Packet Inspection (DPI)

DPI facilitates analyzing and managing IP traffic and securing IP networks in real time by providing
network visibility and real-time application awareness. Besides influencing bandwidth and traffic

management decisions, DPI can provide insights into:

Network &
Subscriber
Analysis

Application
Distribution &
Load Balancing

Network Network Content Targeted

Security Management Regulation Advertisement
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Why DPI

Deep Packet Inspection (DPI) is used extensively » Find, Identify, Classify, Reroute, and Block

by both enterprises and internet service Packets with particular data/code payloads.

providers for the following applications. + Allocate available resources to smoothen traffic
* Policy Definition and Enforcement flow

+ Buffer Overflow Attack Detection « Ameliorate network performance and
+ Data Leak Prevention (DLP) throughput

* Targeted Advertising « Impose online privacy through sender-receiver
* Quality of Service (QoS) identification

* Tiered Services Offer » Enable advanced network management, user
* Copyright Enforcement service, internet data mining, internet

* Net Neutrality Prevention censorship, and eavesdropping

* Lawful Interception « Ensure throttled data transfer, preventing P2P

+ OTT application monitoring (Peer-to-Peer) misuse
(see our Video analytic approach)

ey
How is Omnia Metadata output used? Why is this needed?




Use Case 1: Proactive Service Outage Alerts 45 CUBRO
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An operator is often held
accountable when a
major service is
unavailable. The support
call center is faced with a
massive influx of calls,
causing a major problem
which costs money and
creates anger.

Problem

Solution

—

Cubro solution offers real-time information
about the service availability, like YouTube,
Netflix, all Microsoft services.

How does this help?

e The call center is aware of this situation and
can answer accordingly and does not need
to generate support tickets.

e Keep subscribers informed: Receive alerts
via SMS/Messenger/Website/Mail for service
outages and restoration.

e Optimize planning and streamline
discussions through service outage
monitoring.



Use Case 2: Misuse of Service 45 CUBRO

In many countries,

. , Problem
there is an issue when
subscribers act as a '

. - The Cubro solution is capable of detecting this
SUbfserV'ce PrOV'der- through unusual traffic/sessions/applications.
Residents are typically
provided with
telephone service via a How does this help?
high-powered Wi-Fi Solution To detect mi £ 2 private plan b :
hOtSpOt. SUbSCI’iptiOﬂS O detect misuse o1 a private plan by companies

can also be shared
within a building.



Use Case 3: Reselling of geolocation data 45 CUBRO
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Objective

Depending on the
regulations in the
country, reselling of
geolocation data by
CSPs can be very
profitable.

Problem

Solution

—

Geolocation intelligence to increase revenue

Cubro can enrich the Geolocation data with
application information, even for blocking
applications in specific sectors to prevent
overloading the network.

Or the SP can sell anonymized geolocation data
provided by the Cubro solution.



Use Case 4: Fraud Detection 45 CUBRO

Law enforcement might

require to find SPAM AL The Cubro solution is capable of detecting this
servers and 4— through unusual traffic/sessions/applications and
subscribers, subscribers.

Portscanner,

Cryptomining, Tor

i d
Users/ Servers, SIM Box ARSI B LI

detection in case of Solution e Detect unusual network and subscriber
unrecognized activity behaviour
that might lead to a > e Detect fraud activities via signature based DPI

scam, identity theft or
cybercrime.



Use Case 5: Customer Retention 45 CUBRO
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The rapid change and

growing competition in Subscribers who frequently use bandwidth test

communication Sgrvice Problem tools are unhappy with the service. It is possible to
providers makes it <+ solve this problem with a proactive call, keeping
tough to retain the the customer in the plan.

existing customers. .
How does this help?

Considering the fact

o =% e More in-depth understanding of user
that it is pricier to

behaviour to proactively contact customers.

: Solution
acquire new customers
compared to retaining > e Detailed information about applications used
the existing ones, it is by customers (eg: Speedtest). Extensive speed

one of the main gOals testing reveals discontent among customers.

of CSPs.
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Billing and Billing
control are crucial
components for
success as a Service
Provider.

Volume measurements
are important, but the
volume measurement
must be done in
different aspects.

Problem

Solution

—

Use Case 6: Billing and Volume control 45 CUBRO
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The Cubro solution can provide very precise
“one second resolution” volume measurements.

1.

2.

Either aggregated per subscriber or
segmented by application.

Either aggregated per cell or segmented by
subscriber.

Especially useful for VMNO roaming and
outbound traffic to different AS (Autonomous
Systems).
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Measurement Metrics based on Cubro Metadata

Subscriber & Roaming Subscriber Metrics

e Monitor real-time total bandwidth usage of each individual subscriber with
one-second resolution.

e Calculate volume usage of each individual subscriber for different time frames
such as Day/Week/Month/Year.

e Monitor real-time bandwidth usage per application of each individual
subscriber with one-second resolution.

e Calculate volume usage per application of each individual subscriber for
different time frames such as Day/Week/Month/Year.

e Detect unwanted or forbidden applications per individual subscriber.

e |dentify irregular SIM card changes per subscriber, which may indicate possible
fraud cases (for mobile networks only).

e Track the location of subscribers in real-time based on IMSI or IMEI to find
stolen mobiles (for mobile networks only).

e Perform baselining to detect proactive misuse of the offered service such as
reselling or SIM box activities.




Service Metrics CUBRO

Service Metrics

Receive an alarm in the event of a service outage across the entire network,
such as Netflix, Office364, and AWS services.

Receive an alarm in the event of a service outage at specific sites, such as
Netflix, Office364, and AWS services.

Receive an alarm in the event of a service outage for a specific user or user

group.

Receive information when the service is restored.

Monitor service usage statistics per individual service.

Monitor service usage statistics per service groups, such as Social Media and
Video Streaming.

Monitor traffic distribution to Autonomous Systems (AS).

Receive an alarm for unwanted services and apps. If necessary, inline
blocking can be applied to the entire network or specific network sectors.




Network Element Metrics c CUBRO

Network Element Metrics

Monitor near real-time bandwidth usage per cell with one-second
resolution.

Detect congestion near real-time per cell using burst detection.
Monitor service distribution per cell for network planning purposes.
Use machine learning to establish baselines and identify abnormal cell
behaviour.
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KPI: performance per subscriber in total
performance per subscriber in total and over time

J

Stage 2

CELLID 1) performance per subscriber
CELLID1 performance per subscriber
CELLID1 performance per subscriber

|

KPI: performance per CELL ID (in this case 1)

MSISDN B

MSISDN C

v

Counter: amount of subscribers per CELL ID
Alarm: When a specific subscriber enters a specific CELL or CELL cluster /region)
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This schema describes how much value our data has:

By combining different fields from the CDR and some simple
calculator, it is possible to generate KPIs / Counter and
Alarms out of the network.

In this case, it is the performance of the CELLs in the entire
network.

250

200

Cell performance over time



Cubro DPI

{ "hash":"7461864e", "service": "whatsapp", "ip 1":"213.143.110.250", "ip 2":"31
{ "hash":"7461864e", "service": "whatsapp", "ip 1":"31.13.84.49", "ip 2":"213.14
{ "hash":"ce931c02", "service": "whatsapp", "ip 1":"192.168.3.83", "ip 2":"31.13 :
{ "hash":"ce931c02", "service": "whatsapp", "ip 1":"31.13.84.51", "ip 2":"192.16c%%
{ "hash":"70d46209", "service": "whatsapp", "ip 1":"31.13.84.49", "ip 2":"192.16@
{ "hash":"b6cd%e62", "service": "whatsapp", "ip 1":"80.110.82.15", "ip 2":"192.1
{ "hash":"6fc2f8ce", "service": "whatsapp", "ip 1":"192.168.3.130", "ip 2":"80.1
{ "hash":"55e8f416", "service": "whatsapp", "ip 1":"192.168.3.44", "ip 2":"192.1
{ "hash":"113d5e32", "service": "whatsapp", "ip 1":"31.13.84.49", "ip 2":"192.16

{ "hash":"a597661a", "service": "whatsapp", "ip 1":"31.13.84.49", "ip_2":"192.16‘w

This is the output from our DPI engine, we can find WhatsApp even when it is ciphered.
We can find up to 4000 different applications.

15
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DPI Applications

There are generally two different main applications for DPI

1. Analytics 2. Tagging/filtering/blocking

A: In this application, the DPI engine can

decode the full traffic and produce results in

DB format for analytics purpose. This is only , C :

possble on CPU-based uns ke O
series. Since every packet has to be handled, PP PP

it is a big effort in terms of CPU load and :ﬁrﬁ;‘r’%r?’i?:orzsrnégorg?ng' Istelrsv?g:slmon b2
data output. g :

B: IPFIX with DPI enriched output. This is also Ung same egplesiion & o7 sleddng 2l

a very common way of analyzing DPI data appli'cationsf or.sendin_g certain'trafﬁc toa
but it is not very efficient and produces a lot f]%icr:aelerggglc?ggga ?cﬁ}ll'fjee'clg dt:EechSues’,elt o
of overhead. IPFIX on ISP level is very difficult . : _ :
because of the high amount of parallel sampling gives a similar result but with much
sessions in the network. This often leads to 255 et

issues on the installed probe like reaching

memory limits.




DPI Signatures (Applications & Protocols) 45 CUBRO

NETWORK VISIBILITY

We support up to 4000 signatures. These signatures are divided into two parts:

e 1400 see DPI Services -these are the top signatures which are maintained manually.

e The other signatures are maintained by deep learning and Al.

(The update cycle is between 7 and 10 Days)

17
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More detailed
Use Cases

N

18



Bandwidth per Service per Subscriber

For a service provider, customer experience is a significant concern, and it directly correlates with bandwidth per application.
This is precisely what Cubro can efficiently deliver.

Cubro provides per user/per application bandwidth information with a one-second resolution, ranging from 100 Gbit/sec up to
multiple TB/sec.

Additionally, Cubro offers DPI data enrichment with Radius and Mobile data from other sources on request.

This is the XDR Probe output : MS ISDN, IMSI, IMEI, Cell ID, RAT, APN, USER IP, Application, Bandwidth in 1 sec resolution

Service Provider Use cases
If the customer complaints, the Service Provider can demonstrate the bandwidth was
adequate or inadequate due to a CELL issue, incorrect RAT (Radio Access Technology)

or APN (Access Point Name). This simple method effectively resolves most customer
complaints.

With the same data, you can see the load on a specific CELL, and the application
distribution.

Customer movements can be monitored.

Customer mobile phone type change.




: : : b
Bandwidth per Service per Subscriber <«{CUER0

Ll Use cases:

e Profiling a person by his usage of application over time (base lining)

Master or Slave because we have a 100% price volume statistic up and down, it is possible to detect if the
person is giving orders or receiving orders.

e Activity of individuals (baselining and ML)

e Changing SIM cards (IMEI - MS ISDN correlation)

e Customer mobile phone type change.

e Movement of individuals via CELL ID and RAT changes

e With additional ML learning, it would be possible to identify people with relations

e Filtering on IMSI/MS ISDN for specific person to get full traffic captured.

20



Omnia QM Solution

Omnia QM Solution using Call Detail
Records (CDRs) provides an efficient

method of optimizing data and can M N ‘ A
potentially help CSPs to monitor data

with less HW and SW resources.

21



One user WhatsApp traffic qh CUBRO
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Master or Slave because we have a 100% price volume statistic both up and down, it is possible to detect is
the person giving orders or receiving orders.

Bits/Second (incoming)

This graph shows that this subscriber
has only received messages because
the outgoing traffic was in Bit and
incoming traffic in kBit.

The outgoing was only management i S o
traffic (the acknowledgment). Bits/Second (outgoing)

This simple example shows how
high-resolution bandwidth
information can be.




Video analytic via Fingerprint

Bits{Second (incoming)  yideo 1 Video 2
#_—/;_A\

—
downloading downloading
manifest manifest

play video play video

Bits/Second (outgoing) Netflix Video fingerprint

% CUBRO
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Bits/Second (incoming) Vi Video 2
srume A—#\/ﬁ—kf\
e downloading

downloading
manifest

manifest

play video play video

Bits/Second (outgoing) Amazon prime Video fingerprint

Each streaming application has a unique bandwidth fingerprint. This information can be used to detect good and bad service
quality. Additionally, it can be leveraged to determine the frequency of customer channel switching and the number of streams
being watched. Such insights are valuable for troubleshooting, or providing counterarguments against customer complaints.

These pictures show good performance, any other behaviour leads to bad quality.




Example of Packet Drop qh CUBRO
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Pl e (e | deod Video 2 Bits/Second (incoming)

e e e SO Video 1
downloading downloading 26.70 MBIt~
manifest manifest

downloading () downloading
manifest manifest

play video play video

Bits/Second (outgoing) Netflix Video fingerprint

— ,,j,’,'a!l’i‘?'i,, SR | play video

o T T Y e T T T Y Y T T Y T T T
0610 08:26 06100828 06100830 06-1L 2231 U61008:33 0610 08:35 0610 08:37 06-10 (839 06-1008:41 06-10 08:43 0610 08:44 0610 0846 06100848 06-10 0850 0610 08:52 06-10 0854 0610 08:55 06-10 0&57 0610 0859 06-10 0901 0610 09:04

Bits/Second (outgoing) Netflix Video fingerprint

585.94 KBit~

Packet drop leads to this picture. ——»

This test is done with an impairment analyser to show what is the effect of 3% packet drop!

24




Time window based XDR
(Cubro XDR)

N
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Time window-based Monitoring (1/2)

As described in the previous slides, there are several disadvantages to performing
flow-based computation, mainly due to a lack of resources (CPU, memory, storage).

Aggregating metadata time window based solves most of these problems and allows a
much higher computation throughput without losing any important metadata
attributes.

The significant metadata cannot be extracted from single flows, as they mainly contain
data from a technical perspective. The significant information is, for example, based on
a device or user within the network. Which traffic is generated from a specific device,
which services are used by a specific device and to what extent, how much traffic is
generated by a user over time, which servers are involved, etc.
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Time window-based Monitoring (2/2) Qﬁ CUBRO
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The time window-based approach focuses on this significant data.

The key is collecting Metadata for uploads, downloads, and internal traffic as well as DPI information
from a device/user perspective over time. Extracting the essential information out of big data
streams with the benefit of not wasting resources and storage for absolutely meaningless
information (contained within single flows) is the important point.

The time window-based approach allows many essential views of the data:

o Service perspective: For every Service the amount of traffic, how often it is used over time, how much
traffic is uploaded or downloaded, etc.

o Client/Device perspective: For every Client (user) the usage of the network by upload and download,
which services and locations are used, how often they are used over time.

o Network perspective: For every APN, eNodeB Cell, radio technology, how much traffic is uploaded or
downloaded, what are the most frequent services, how many clients are connected, etc.
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Time window based Vs Flow based
- ) =
| =
(3 2
Q) S
client :
N Q
Web o %
client p— T |
8 L] L] L]
| ] 3 For each 5 tuple connection, one flow is produced. A lot of these
flows cannot be detected, for instance, Amazon related because
the external domain cannot be resolved.
After producing the flow, it is forwarded to the Flow Cache.
For each client, there is a bucket for each application, if needed, A Flow Cache can contain hundreds of thousands of entries, and in
and we collect/count all packets for a certain time window some cases, even millions of entries. This costs memory resources.
(configurable). When the window is closed, an XDR is
produced/enriched and sent out. The advantage is, the traffic is When the flows expire, they're exported off to the NetFlow
reduced on most far points to avoid constraints on the workflow Collector, which will constantly analyse and archive the flows for
along to the database. future reference.

28
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W thena
Time window based Vs Flow based
e We aren't concerned about sessions, (TCP handshake) e The flow-based solution cares about sessions, (TCP handshake)
perpetually open sessions are not an issue. perpetually open sessions are an issue. Typically, a flow probe
has a limitation in terms of number of flows (FPS) not
e Irregularly terminated/established sessions are also not an bandwidth.
issue.
e Irregularly terminated/established sessions are also an issue
e The configurable time window offers the option to balance because an irregularly terminated session stays open until the
between performance constraints and granularity of the timeout and consumes unnecessary resources.
output.
A session where the initial handshake is not seen for any reason
e 0.1% - 0.5% of the input traffic is the size of the resulting will not be detected. For 10T especially, this could be an issue
metadata stream (configurable). because such devices talk very rarely; it could be days until a

session is detected again.

® 2% - 3% of the input traffic is the size of the resulting metadata
stream.

For both solutions, there are pros and cons, but with the dramatic growth of traffic, a time window-based
solution is much more efficient and saves Capex and Opex costs.
29
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Hardware Appliance

iy
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CPU & Switch Omnia models overview . ‘5 CUBRO
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CPU only Omnia models overview J4CUBRO
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Omnia200 Omnia400 Omnic

32
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Omnics (Cubro Smart NICs)

«»;;\

The implementation of high layer software on X86 server is becoming more and more complex. The

performance of network service subsystem is a key factor to simplify application development and
deployment.

Cubro i-NIC helps application software to offload network related processing from server CPU to a
dedicated SoC, so that the application system can be accelerated with too much modification on
existing software.

e 4 x 10/25 Gbit SFP+

e 2 x 100 Gbit QSFP

e 24 core ARM CPU

e 64 GB Memory

e 16 lane PCIl connection (v4)
e Works also as a stand alone

4 x 10/ 25 Gbit/s Interface 2 x 100 Gbit/s Interface



Terabit metadata
extraction application

©®

N
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How we connect the solution to the network ,-\/,F CUBRO

4G and 5G Interface which we can use

S2b GTPv2-C/GTPv1-U ePDG - PDN-GW

S3 GTPv2-C MME - SGSN

S4 GTPv2-C/GTPv1-U S-GW - SGSN

S5 GTPv2-C/GTPv1-U S-GW - PDN-GW
Séa Diameter MME - HSS

Séed Diameter SGSN - HSS

S8 GTPv2-C/GTPv1-U S-GW - PDN-GW (Roaming)
S10 GTPv2-C MME - MME

S11 GTPv2-C MME - S-GW

S12 GTPv1-U S-GW - UTRAN

S13 Diameter MME - EIR

SGi IP PDN-GW - PDN

N1 N2-AP/SCTP gNB - AMF

N2 N2-AP/SCTP gNB - AMF

N3 GTPv1-U gNB - UPF

N4U GTPv1-U SMF - UPF

N6 GTPv1-U UPF - Data Network
N9 GTPv1-U UPF - UPF

35



Smart NIC in Server P CUBRO

Cubro session aware Load balancer

40 to 85 Gbit Metadata extraction per NIC card

O R e e L L e L A T D T
---------------------

_ :!!m .ﬁ"«-’)_'
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Super Server internal function éﬁ CUBRO
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. (User plane) Raw packet input up to 40 - 85 Gbit
Enrichment and data per Smart NIC depending on the traffic type

processing on the Intel CPUs

"""""""""""" (Signaling traffic)
Enrichment data input
from different sources

(Signaling traffic)
Enrichment data input
from different sources

- -

- Enrichment metadata output different outputs { /




1-2 Tbps User Plane monitoring in an MNO % CUBRO
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(real picture)

NPB EXA64100

Signalling probe

3 Server with
24 NPU smart NIC

only 19 U
836 mm

3 Kafka server for
Metadata handling

38



System Schema for 1-1.2 TB of user traffic
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f User Plane Raw Packets
- —-——» Signalling

_ A0 o0 00 oo o0

fOOooooooood

v v ] Separating user and signalling traffic .
|
! |
i | Network Packet Broker
|
! Load Balancing up to TB/s user traffic |
User Plane (
Truncated Packets /
Raw | Pell poll O S Rl
Signalling
Packets
> \ 4

Omnia appliance
processing signalling
One or multiple Omnia appliances traffic
depending on the load

’ A *

Correlation and Processing Engine

Enrichment
CDR

Enriched User

Signalling COR
Plane Meta data

v

Data Lake cluster

39 \. -/




40

Data Lake

<
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Data lake

T

L ]

ADF to Copy the Data from
the Sources to Data lake in
J Flat File Format

Bronze State: Where the
data will be stored in its
native format (Raw Data)

Bronze

Raw Data

T

Silver State: Where the data
will be Curated (
Schematize Filter , Clean
and Augment)

T

Silver

Gold State: Where the data
ill be Aggregated and make
it ready for Business
consumption

T

Gold

Curated Data

Aggregated Data

ount the Data Lake Storage
Containers to Databricks
and Clean the data

Transform the data by
applying the business logic
and create a star schema
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Function of the Data Lake

BN [N

Read >

v

Trans > >

sessioninfolD
sitelD™: 1
msisdn®: *436608892573"
typeAliocationCode™ 10228

A pe": EUTRAN

signaling / Control Plan

reade to use Tabel (gold)

~ambrup": nul sl sessoninfolD  msisdn @ g celid MCC MNC LAC
O 1 1562282617 43660234233 LTE nx 2 . . . cell id bytesdown  |bytes up
) 1 156282618 43660236224 56 8 . . . 2 P 3267
1 1562282619 43660565755 3G 00 16 . . . Combinde Tabel (silver) 8 42707 5973
1 11962282620 43660 fsz 94 UE | wx B . ¢ M steld  sessioninfolD  UserIP msisdn rat  Group  App bytesup  bytesdown  packetsup packets dows 16 38931 6438
| [1SGIOGN MSGEDMEMG LE | wx | 45 | @ ¢ . 1 1562282617 1025.37.110 43660234233 LTE Streaming  Netflix 199 a1a 7 a 23 3344 9041
1 | 1562282622 4366088831 56 | woax | 78 | @ ¢ . 1 1562282617 10.2537.110 43660234233 LTe Messaging Whatsapp 431 724 39 3 25 ses13 7722
1 1562282623 43660405413 SG o 86 e ¢ . 1 1562282617 10.2537.110 43660234233 LTE sacial Facebook 761 699 15 3 78 22031 5033
“eNodeB": 112164, 1 1562280624 43660631179 3G wowo 3 L] L . 1 1562282617 1025.37.110 43660234 233 LTE office Salesforce 155 741 3 15 876 2620 5180
: “Cell: 11 1 1562282625 43660539629 4G 0 2 . . . 1 1562282618 10.3532.200 43660 234 224 56 Streaming  Youtube 856 651 26 40
LAC™ null 1 1562282626 43660974038 LTE  oooooox 3 . . . 1 1562282618 103532200 43 660 234 224 5G Social Instagram a6 367 2 19 3 32412 4757
3 1162282607 43660642882 LTE X 5 . . 1 1562282618 103532200 43660234224 56 Office  Office365 26 829 13 1 2 46399 4616
1 1562282618 10.35.32.200 43 660 234 224 56 Cloud 53 bucket 759 611 1 5 3 93629 9860
1 1562282618 10.35.32.200 43660 234 224 56 HTTPS unknown 519 400 12 29 45 45340 4412
“sitelD™: 1, 1 1562282619 10.56.19.157 43 660 565755 3G 183 263 39 1
“flowID"": 1650874860000, User Plan : . : : — = s .
“timestamp": 1650874860000,
“network®: "IPv4", steld  sessioninfolD User P Group  A%p bitesup  bytesdown packetsup packets cow 1 1562282620 10.77.35.78 | | 296 0 18 3 msisdn bytes down bytes up
ransport:"0dpt. 1 1562282617 102537110 Sweaming Netix 5
“classification": "Netfl VISR 0BT Mewgn W M w2 . ! ! 56 u9 : ® 43660234233 369554 4965
“group”: "Streaming", 1 102537.110 Sodal a7 553 % 3 43660 234 224
“attributes™: null, 3 TRETI0 e o T N r 1 1562282622 10.99.23.13 655738 3156
S 1 0353220 Sveaming .1 P 1 7 1 1562282623 10.22.19.158 43660 565 755 282191 9529
1 1562282618 103532200 Sodia 302 128 12 % 1 1562282624 10.66.34.26
1 1562282618 103532200  Offee 6 m £ 4 1 1562282625 10.87.43.76 43660862 934 114190 4303
1 [1562282618 04532200 Cloud  |SStedet | 410 i 3" Z 1 1562282626  10.10.123.18 43 660 496 946 620065 6384
1 1562282618 10.35.32.200 HTTPS. unkaown m 29 7 un
1 ise22e2619 wseinis) w w s ou 1 | 1562260627 110.47.1299 43660888331 657119 4316
| | | @ W » u
1 1562282620 10.77.35.78 | | 93 497 37 2 43660405413 512471 817
| | | 04 281 £ 6 43660631179 960819 5276
1 1562282621 103478
1 1562282622 109933 43 660 539 629 475265 4716
1|1 a2 IR 43660974038 459683 4649
1 1562282624 10863426
1 1562282625 10874376 43 660 642 882 949917 8568
1 1562282626 10.10.123.18
1 1562282627 1087.1299
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Advantages of a Data Lake compared to a DB éﬁ CUBRO
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All reports and results are preprocessed,
which ensures rapid execution.
v ® However, this approach demands higher
L secees storage and CPU resources compared to a
database (DB) approach.
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Cluster Data Network

/I\/Ianagement/ \

Data lake user plane

/Workers / Processing \

Nodes

100 Gbit Cluster Data Network

-
-

L infrastructure)

10 Gbit Cluster Management Network (separate

% CUBRO

‘\«] NETWORK VISIBILITY

-

~

Storage Node 1,45 PB Node




The passive DPI solution for sampled % CUBRO

QW rvorcus ey
traffic 1:4

500 Gbit Raw Input traffic

raw trafficinput from taps or spannports "
o O O O O O O O

Total Counter from the live link

poooooooooooo oo oc
FoOoooooooooooooon o

session aware loadbalanced output

recalculate to the full bandwidth
loadballenced and sampled traffic to 25 % (125 Gbit)

- DPI output per live link

correlating with BGP protocol

For some applications, sampling can help to reduce the ‘ I ;
cost. This is such an example for routing and peering I
Analytics, 1 : 4 sampling ratio will work perfect for such

. 3
application. ‘ -
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3U small site solution up to 180 Gbit

Super server

e Up to three Smart NICs for DPI analytics

e Load balancer e Performance up to 150 to 180 Gbit/s

o Filter

e Signaling Probe User plane / Signaling correlation is done in the
server CPU.
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N

Supervision Solution

iy
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Managing and Monitoring Cubro DPI solution ,-\/,F CUBRO

trafficinput

v

load balancing statu
packet drop counter

traffic output

v

S

Metadata
signaling *

Metadata

userplan

traffic input
traffic output
traffic input

v
CDR counter
signaling correlation status

v
CPU core status
CPU load balancing status
CDR counter
correlation status

v

traffic output

v

Server perfromance
Kafka counters

47

Managing and monitoring such a
complex system is a significant issue.
With its numerous components, the
owner requires comprehensive
information spanning the entire chain.
The drawing shows the chain and all
data collection points. But we are not
solely collecting information
(counters), we are building KPlIs.

For instance, comparing input traffic
on the NPB to the output in CDR or
input traffic on all ports of the NPB
versus output all ports. These KPIs can
be configured by the customer
themselves.



Graphical User Plane Output - Overflowing with data qh CUBRO
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A

v
(Displaying at Europe/Vienna, UTC+01:00)

YA Add a filter User Plane Throughput to OLD TCE rxBytes total MGC X  txBytestotal MGC X  rxBytestotal B52 X  txBytes total B52 X

Dashboard
» TIME - 55879354 _
Ge

Tu We Th Fr
March 2023

2023-03-15 21:00:00

41909516 |
c8

198260.89 GB

27939677 |
GB
START TIME STOP TIME

2023-03-14 00:00:00 2023-03-17 23:59:59

139698.39 |
GB

o T T T T T T y T T T y T T T y y T y T T
03140100 03-140500 03-1409:00 03-1413:00 03-1417:00 03-1421:00 03-1501:00 03-1505:00 03-1509:00 03-1513:00 03-1517:00 03-1521:00 03-1601:00 03-1605:00 03-1609:00 03-1613:00 03161700 03-1621:00 03-1701:00 03-1705:00 03-1709:00 03-17 15:00




Kafka Message output to data lake «,\ﬁ CUBRO

NETWORK VISIBILITY

A

v
(Displaying at Europe/Vienna, UTC+01:00)

Wi Add a filter Kafka Messages Produced Kafka Message Produced Total X Kafka Message Produced User Plane X  Kafka Message Produced Control Plane X

Dashboard
» TIME

Tu We Th F Sa

March 2023

4000 000
START TIME STOP TIME

2023-03-14 00:00:00 2023-03-17 23:59:59

2000 000

T T T T T T T T T T T T 8 13 T T T T T
03-1409:00 03-1413:00 03-1417:00 03-1421:00 03150100 03-150500 03-1509:00 03-1513:00 03-1517:00 03-1521:00 03-1601:00 03-1605:00 03-1609:00 03-1613:00 03-1617:00 03162100 03-1701:00 03170500 03-1709:00 03-17 14:00
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Signaling Control plane Input

A
v

v
(Displaying at Europe/Vienna, UTC+01:00)

W Add a filter Control Plane Raw Input txBytes Y1-EXA64100 X  rxBytes X1 EXA24400 X

Dashboard
» TIME
111.76 GB
Mo Tu
Traffic 7 2

March 2023

—

—
—

e

OQ:’
\Y

Manage

START TIME STOP TIME

2023-03-14 00:00:00 2023-03-17 23:59:59

03-1715:00




Control Plane CDR output ﬁ,\ﬁ CUBRO
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A
vy

v
(Displaying at Europe/Vienna, UTC+01:00)

A Add a filter Control Plane CDR Generation EXA... gtpvlcdr X gpv2 cdr X nllcdr X n2cdr X sledr X
Dashboard
» TIME

Tu

March 2023

START TIME STOP TIME

2023-03-17 00:00:00 2023-03-17 23:59:59

5 T- T T
05:47 03-1706:25 03-17 07:03 0317 1401 031714556
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Only a specific CDR; in this case, N11 <

by
(Displaying at Europe/Vienna, UTC+01:00)

Control Plane CDR Generation EXA... nll_cdr X

WA Add a filter

Dashboard
» TIME ®
100000+

—
-—
—

Tu

Traffic
March 2023

START TIME STOP TIME

2023-03-14 00:00:00 2023-03-17 23:59:59

03-1714:00

T T T T T T T T T T T T T T T T T T T
031400:00 03-1404:00 03-1408:00 03-1412:00 03-141600 03-1420:00 03-1500:00 03-1504:00 03-1508:00 03-1512:00 03-1516:00 03-1520:00 03-1600:00 03-1604:00 03-1608:00 03-1612:00 03-1616:00 03-1620:00 03-1700:00 03-1704:00 03-17 08:00
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Technical Figures

i

53



Performance figures

(single use case estimations, can differ by traffic type and other external factors)

Product

IPFIX/DPI

Aggregated Cubro XDR with DPI
(user plane)

% CUBRO

NETWORK VISIBILITY

Capture

Omnia120

20 Gbps on CPU 1

40 Gbps only one CPU 2

40 - 60 Gbps (on CPU 2)

Upto6TB /
8- 10 Gbps performance

Omnia200

60 Gbps

60 Gbps

Up to 85 Gbps depending on the traffic
situation

Upto 16 TB /
10 - 15 Gbps performance

Omnia400

60 Gbps (per CPU)

60 Gbps (per CPU)

160 Gbps (85 per CPU)

Upto 16 TB
10 - 15 Gbps performance

Omnic

Omnic NG

(road map Q1/23)

40 Gbps

40 Gbps

Up to 85 Gbps depending on the traffic
situation

120+ Gbps depending on the traffic situation

No capture on NIC, but endless on
the server via PCI

No capture on NIC, but endless on
the server via PCI




Raw packet storage calculation 45 CUBRO

NETWORK VISIBILITY

1024 TB = 1 PB Petabyte

0,08 0.25 0.5 L 2 Such a 42 Rack can
0,25 0,75 1,5 3 6 support 3600 TB = 3,54
0,46 1,375 2,75 5,5 11 P
2,25 6,75 13,5 27 54 432 x 8 TB HDD
4,50 13,5 27 54 108

2x 50A 208 3-Phase
22,50 67,5 135 270 540 Metered PDU
45,00 135 270 540 1.080 in TB storage

Cost 600 - 890K Euro
depending on CPU RAM
and HDD type
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The huge difference in Volume to store -

2,5 PBto 29 PB

Estimated IPFIX Metadata retention time

Bandwidth in Gbit/s 1
0,1
0,5
1
5
10
50
100
500
1000

Bandwidth in Gbit/s 1
0.1
0,5
1
5
10
50
100
500
1000

Estimated Cubro Metadata retention time

(AVE]
0,864
1,73
17,28

43,20
)
172,80
864
1.728

920
2,940
14,040
29,160
145,80
291,60
1.458
2916
14.580
29.160

0,259
1,296

2,59
25,92
64,80
129,60
259,20
1.296
2.592

Retention time in days

in TB storage

Retention time in days

in TB storage

"

CUBRO

NETWORK VISIBILITY




Cubro aggregated XDR volume calculation 45 CUBRO

NETWORK VISIBILITY

User plane Data (This data is based on the real output from a European Mobile SP)
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Cubro Metadata Broker J4CUBRO

NETWORK VISIBILITY

The Cubro Metadata Broker is a server based application available on Intel or ARM which receives the UDP streams from the DPI
producers and performs several actions to generate an output stream which fulfills the customers requests.

Data Enrichment from other sources
Data Aggregation

Time Aggregation

[ J
[ J
[ J
e  Output Formation

The preferred output format is Google Protocol Buffers because it is a very efficient format. (see next page)

This format is supported by a modern programming language and is a very efficient way to serialize and deserialize data.

Enrichment Inputs:

These inputs can come from different sources signaling
Q — interfaces of the mobile network, or and other
¢ —%—%—J‘ management related sources.

cxxxon DPI producers Input
e e85 D) (user data)

Protocol Buffers output
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Protocol Buffers

Protocol Buffers as Output ¢ protobuf

Google developed Protocol Buffers for use in their internal services. It is a binary encoding format that allows you to specify a
schema for your data using a specification language.

Protocol Buffers offers several compelling advantages over J[SON or YAML for sending data over the wire between internal
services. While not a wholesale replacement for JSON, especially for services which are directly consumed by a web browser,
Protocol Buffers offers very real advantages not only in the ways outlined above, but also typically, in terms of speed of encoding
and decoding, size of the data on the wire, and more.

Confluent just updated their Kafka streaming platform with additional support for serializing data with Protocol buffers (or
protobuf) and JSON Schema serialization. This makes integration much less difficult.

https://developers.google.com/protocol-buffers % kakaI <

85 ™Y
Protocol Buffers are ( o mrawN il

supported by all Big Splunk :> < | —
Data platforms
momngo

DB —
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https://www.confluent.io/blog/confluent-platform-now-supports-protobuf-json-schema-custom-formats/
https://developers.google.com/protocol-buffers
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Proto Buffer Cubro XDR output schema and Jason

syntax = "proto3";
package com.messages.merlin;

option java_package =

"com.merlin.lib.pp.common.api.tw.protobuf";

option java multiple files =
option java_outer_ classname
option optimize for = SPEED;

message TimeWindow {
int64 timestamp = 1;
int64 bps = 2;

true;
"Merlin";

int64 incomingPkts 35
int64 outgoingPkts 4;
int64 internalPkts 5;
int64 incomingBytes 6;
int64 outgoingBytes = 7;
int64 internalBytes = 8;
int32 connections = 9;
repeated ServiceData services = 10;
repeated ClientData clients = 11;
repeated IpData servers = 12;
repeated TypeBytesData 13 = 13;
repeated TypeBytesData 14 14;
repeated PortData ports = 15;
repeated DnsData domains = 16;
}
message ServiceData {
ServiceEntry service = 1;
int64 incomingPkts 28
int64 outgoingPkts 35
int64 internalPkts 4;
int64 incomingBytes = 5;
int64 outgoingBytes = 6;
int64 internalBytes = 7;
repeated IpData clients = 8;
repeated IpData servers = 9;
}
message ClientData {
IpData ip = 1;
repeated ServiceEntry services = 2;

repeated IpData servers = 3

message PortData {
TypeBytesData port = 1;
repeated IpData clients = 2;

1

/* represents a generic entry for an IP, bytes (volume), and geo lc
information */
message IpData {

IpEntry ip = 1;

int64 incomingPkts = 2;

int64 outgoingPkts = 3;

int64 internalPkts = 4;

int64 incomingBytes = 5;

int64 outgoingBytes = 6;

int64 internalBytes = 7;

GeoData geo = 8;
oneof oneof mac {
bytes mac = 9;

1

message ServiceEntry {
string name = 1;
oneof oneof_hash {
int64 hash = 2;

1

/* represents a generic entry for IPv4 or IPv6 Address */
message IpEntry {
oneof oneof_ip {
int32 ip4 = 1;
bytes ip6 = 2;
}
}

message GeoData {
float lon = 1;
float lat = 2;
}

/* represents a generic entry for some type and bytes mapping */
message TypeBytesData {

int32 type = 1;

int64 incomingPkts = 2;

int64 outgoingPkts = 3;

int64 internalPkts = 4;

int64 incomingBytes = 5;
int64 outgoingBytes = 6;
int64 internalBytes = 7;

1

message DnsData {
string name = 1;
repeated TpData clients
repeated IpData servers

“timestamp™ : 1633943882054,

P3 : 260684210400,
ncomingPits” : 157254,
166146,
780,
324180,
Kts™ : 32

“outgoingPkts
“internalPkts”

159251
“internalByte
“totallyte
“totalExternalsyte:
“connections”
“services”
“name” : “unknown"
“hash® : 238
“incomingPkts” : 235,
“outgoingPts” : 531,
“internalPkts”

o

outgoingByte 3387
- : 3424
72558,
xternalBytes”
()xer!s [ <
102.168.0
ac1f6biblas
null,
1062731775,
null,
null,
null,
devicenash” : 37141
“incomingPits” : O,
Zoutgoingrits” : o,

“totalExter r..?klx
“incomingBytes™ : @,
“outgoinglytes”

o)

3400,

166408776,

0908

125748,
325785619,
325659871,

23566270376311,

69134,

72930,

“internalBytes™ : 1712

totalBytes” : 1712,
“totalExternalsytes”

null,
-1062731711,
null,

null,

“totalExternalPkts™
comingBytes™ : 66,

"192.168.0.657,
“adsellle7o00”,

2130148618,

“outgoingBytes” : 120,

“internalBytes™ : @,
“totalsytes” : 186,
“totaléxternalBytes”

"ip” : "192.168.0.40"
mac” : “ccas3aad9ad?
null,

~ipa™ : -1062731736,

CUBRO
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IPFIX output from

Time Source Destination Protocol
4 4.997546 10.30.0.10 10.30.1.61 CFLOW
5 9.997553 10.30.0.10 10.30.1.61 CFLOW
6 14.999700 10.30.0.10 10.30.1.61 CFLOW
7 14.999704 10.30.0.10 10.30.1.61 CFLOW
8 19.997696 10.38.0.10 10.30.1.61
9 19.997698 10.30.0.10 10.30.1.61
10 25.002232 10.30.0.10 10.30.1.61
11 29.971536 10.30.0.10 10.30.1.61
12 35.000297 10.30.0.10 10.30.1.61
13 35.000310 10.30.0.10 10.30.1.61
14 35.000313 10.30.0.10 10.30.1.61
15 40.003088 10.30.0.10 10.30.1.61
16 40.003091 10.30.0.10 10.30.1.61
17 41.276563 10.30.20.75 10.30.255.255
18 42.026401 10.30.20.75 10.30.255.255

Internet Protocol Version 4, Src: 10.30.0.10, Dst: 10.30.1.61
User Datagram Protocol, Src Port: 4739, Dst Port: 9995
Cisco NetFlow/IPFIX

62

Version: 10
Length: 1369
Timestamp: Sep 18, 2020 1@:
ExportTime: 1600419434
FlowSequence: 224072 (expected 223958)
Observation Domain Id: 1
Set 1 [1d=257) (19 flows)
FlowSet Id: (Data) (257)
FlowSet Length: 1353
[Template Frame: 2

Flow 1
InputInt: 3
Outputlnt: 2
Packets: 10

[Duration: ©.117622944 seconds (nanoseconds))

Source Mac Address: Dell_8e:75:8b (ad:dc:c8:8e:75:8b)
Destination Mac Address: SuperMic_1b:1a:Sf (ac:1f:6b:1b:1a:5f)
Ethernet Type: 8

SrcAddr: 192.168.3.36

DstAddr: 99.86.245.33

Protocol: TCP (6)

Octets: 929

SrcPort: 59828 (59828)

DstPort: 443 (443)

TCP Flags: @x001b, ACK, PSH, SYN, FIN

Length

114.000000000 Mitteleuropdische Sommerzeit

Enterprise Private entry: (cubro) Type 1: Value (hex bytes): f3 @6

Info

IPFIX flow
IPFIX flow
IPFIX flow
IPFIX flow
IPFIX flow
IPFIX flow
IPFIX flow
IPFIX flow
IPFIX flow
IPFIX flow
IPFIX flow
IPFIX flow
IPFIX flow
Name query
Name query

Custos

( 210 bytes)
( 409 bytes)
( 495 bytes)
(76 bytes)
( 92 bytes)
(92 bytes)

( 218 bytes) Ob:

(1369 bytes)

( 91 bytes)
( 780 bytes)
(76 bytes)
(92 bytes)
(92 bytes)

NB WPAD<@®>
NB WPAD<00>

Obs-Domain-ID=
0Obs-Domain-ID«
Obs-Domain-ID=
Obs-Domain-ID=
0Obs-Domain-ID=
Obs-Domain-ID=
5 -Domain- 1D«
Obs-Domain-ID=
Obs-Domain-ID=
Obs-Domain-ID=
Obs -Domain-ID=
Obs-Domain-ID=
Obs-Domain-ID=

[Data:258)
[Data:258)
[Data:258)

[Data-Template:
[Data-Template:
[Data-Template:

[Data:258)
[Data:257)
[Data:257)
[Data:258)

[Data-Template:
[Data-Template:
[Data-Template:

256)
257)
258]

256)
257)
258)

1439
1440
1441
1442 iy

1443 photorank
pissolisge
1445 picsan

1546 pictrsihie
1447 pioger

1448 pinger_call
1449 pinterest
1450 prvotal_tracier
1451 pxaate

playdemic
playenoknonns bamiagrounds
payi®

playgenday

payhaven

0 playnx

playilka

plentycaieh

plex

plesvan

5 plume

plustranster

oty

BOR

pocket

pecketeanp
pocket_controller

_sword_¢

pops_lots
Ptk

Paxp
PHaniasy St Oniine 2
Phantom EFX
Prartom VBN

Pralips

Priips He

PhOean

ol
Pamyoem:
Dieelinkngun’s Bamiegrouncs
Piayfab
PRSIy
Sanaven
2

Pys Tty
PagaTy

oNRp

Pocket

Arwnas Crossing: Pocket Camp
Pocket Controlies

Pakemon Sword and Steeld
Pang

POP3

POP! Slots

Poshmak

Messaging
Gaming
Gaming
Bur

Avertsing
Photo
Photo
Education
Messaging
Messaging
Soci
Productiity
Advertssing
Gaming
Networking

Shoppeng

% CUBRO
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Meeting and interoperabilty media plattion
Orline role-playing game published by Sega
Carg, casing and gameiing games

Multl protocal Vintisal Private Network
Consumer and business electronics

s5ly cortrobed LED lamps

camera cakcuator
Measuring ser photo hiarnng actvity
Photo, sticker and text collages

IMage editing. Colage AN (rawing Service
Oriine plant encyciopedia

Texting and caiing service

Voice and video calling

Discover and sawe photos

Project planning scftware

Auvertising fraud inteligence and marketing compliance platfcem
Video game traftie by Diyelesry

Printer job MANAGeMErt Service

Voo game trafti: by Rladum

Video game raft by Plydemic

Battie tgygle video game

@0d game platform as a service
Vidoo game tra Playgendary

Mobie GaMIng MEnsELAR plationn
Vigeo game tra gy

Casing style video games

Orline Gating senvice

AUGK) 4N VIJEO media player services
Multl-protocal Vil Private Netwoek
Phume WIFI services

Lasge Bie transfes for eman

American intesnet tedevision senvice
PBar-10-peer NAMe resoiLeion Service

Remote control help desk soltvare
Oriine soeial netwerk

Puzzio video game
Augmented reality video game
Choud service for Pokeman gaming
Adventure Role-Playing vided game
Pokemon srategy and bating game
Roke playrg vioeo game

30 playground for leaming math
Stancard email protocol

Casino gambiing video game

Soci commerce marketplace




Signaling Probe output

NAS 5GMM

NAS 5GSM

CUBRO
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N2 Handover
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N11 Signaling GTP GTPV2
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'THANK

We have operations in all time zones.

Reach us at: support@cubro.com
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